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Deep Models Infer More Than You Expect — From Less Than You Think
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Deep learning model infers user’s heart rate 
from a few-second facial video

LLM predicts the exact location of a user 
from a single image
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In input-rich telepresence, richer sharing means 
greater presence — and greater privacy threat.

Solution: OS-Level Whitelist-based Control for Inference Attacks
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- runs in constrained container
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● Transparency of Inference 
→ How can we make hidden inference flows visible without overwhelming 
users?

● User Agency and Control 
→ How can we give users fine-grained control in simple, unobtrusive ways?

● Balancing Utility and Privacy 
→ How can interactions negotiate between usefulness and protection?
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